




















































































































































































































































































































































































as part of the host processor and used as required by the satelite terminals. 

Figure 6-2 shows a typical configuration for a centralized system. 

Such a system has features that are advantageous to. a user like the· Corps of 

Engineers: 

a. Such a system could be used either as a central facility for all COE 

requirements or implemented as a set of regional facilities·. 

b. A centralized system would support the capabilities of a large archive 

based on HDT products. 

c. Data dissemination from NASA would be simplified ·by virtue of the fact 

that a limited number of shipping destinations would be involved and 

coverage of the areas of interest (whole US or specific region) may be 

provided routinely. 

d. The system could be used very efficiently, with a high utilization 

factor since little duplication of capability or excess capacity would 

exist in a properly sized system. 

e. Expansion of capabilities could be accomplished by the addition of 

extra termina-ls-. 

f. Upgrading of software capabilities would automatically provide an 

upgrade for all terminals. 

There are, however, significant disadvantages: 

a. The operator is not dealing with data representing "local" projects 

and thus.loses the ben-efit of familiarity with local requirements. 

b. The scheduling of requests for analysis may become a problem, with 

slow responses developing due to processing backlog or the presence of 

higher priority activities. 

c. User interaction with his data analysis will be awkward, involving 

considerable lost time and travel to and from the processing facility. 
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d. As the capabilities of the terminals are enhanced to offload the host 

processor from performing simple, straightforward tasks, the terminal 

tends to become as complex as the standalone system, with none of its 

advantages. 

6.1.3 DISTRIBUTED MULTITERMINAL SYSTEM 

This concept consists of a single central facility and many remote sites 

connected to it via communication links. Each remote site could have a different 

hardware complement and varying capabilities. As such, the configuration 

represents ~ compromise between the standalone terminal concept and the 

collocated system concept. 

A major problem area with this concept is, however, the requirement for 

communications between the host (central) facility and the remote terminals. 

If this communication link is minimized, then the capabilities of the remote 

terminals must be enhanced, particularly in the area of 1/0 capacity •. A high 

speed link, capable- of transfering_ lar:g_e_ vol nmes of_ data_ :into_ refresh memory,_ 

will be expensive and will not necessarily negate the requirement for local 

output devices such as CCT drives, film recorders, etc. (This issue will be 

discussed in more detail in paragraph 6.J.) 

6.1. 4 COMPARISON OF CONCEPTS 

The three concepts presented have considerable similarities despite the 

different configurations. Thus, the two multiterminal concepts differ primarily 

in the degree o[ tightness of communication between the host and terminal 

system. As the capabilities of the terminal are enhanced to satisfy the 

requirement fc r alleviating the load on the shared resources and/or 
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communications links, the terminal capabilities approach those of the standalone 

independent system. 

6.2 INTERACTIVE TERMINAL DESIGN 

Paragraph 6.1 discussed the architecture of multiterminal image analysis 

systems, and introduced the concept of a spectrum of designs, ranging from a 

system with little capability other than display functions at the terlninal to a 

system where each terminal functions as a standalone device for the bulk of its 

operation. 

Within this range of capabilities, however, there are certain basic requirements 

for a minimum display terminal configuration. Enhancements to the capabilities 

of this basic configuration may be provided by the addition of special purpose 

hardware, by the incorporation of local I/O devices, or by the enhancement of 

the capabilities of the local control processor and its associated applications 

software. 

In this section the basic requirements for the interactive terminal are 

described. Further discussions introduce the enhancements achievable, by 

describing the tradeoffs to be performed in selecting special purpose hardware 

vs. software implementations, and the way in which special purpose hardware may 

be implemented in the terminal system. 

6.2.1 BASIC IMAGE ANALYSIS TERMINAL CONFIGURATION 

Although the concept of a basic terminal configuration that relies entirely on 

external processor capability for all functions, including basic control, has 

been introduced (the "dumb terminal" concept) such a design is inadequate for 

any practical image analysis activities. Thus, the basic terminal concept that 

will be described here is one that provides a degree of autonomy in display 
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control, but requires attachment to a host processor for data I/O and for 

applications related processing by access to appropriate software packages. A 

shplified block diagram of such a terminal is shown in Figure 6-3. 

This configuration uses a microprocessor (or a small minicomputer) system to 

provide localized control for all elements of the terminal, and to act as an 

interface controller to permit data to flow from the host system and operator 

commands to flow to the host. This type of architecture permits a single 

(bijirectional) interface to the host. A simpler design could eliminate the 

:nicroprocessor but would involve more interrupts of the host and would require 

>everal ~ore independent interfaces. 

rhe microprocessor system consists of a microprocessor, associated memory and a 

simple storage device (floppy disk or tape cartridge) for operating system and 

lia;jnostic software loading. 

Kefresh :1emory is loaded from the host computer through the co1:iputer interface. 

~efresh ~emory is typically provided in blocks of 512 x 512 x 8 bit blocks, and 

is addressed in eight bit bytes for iwage data. Sufficient channels oC refresh 

memory are provided to handle the full number of Landsat bands (four for Landsat 

1, 2, 3, seven for Landsat-D). An additional channel is provided for use as a 

ther.ie overlay channel - this channel is addressed on a hit-by-bit basis to 

;:irovide the capacity for generating up to eight the:ne overlays. ~ote that, 

although 1:iemory is ·provided in 512 x 512 byte 1Jlocks, larger quantities can be 

supplied (up to 4096 :< 4096 bytes for so1:ie -:ianufacturers). 

ln the simple ter:ni:i.al :iescribed here a set of three channel selector bo:irds, 

controlled by the :nicroprDcessor, routes data fr0i:1 the refresh :ne1nory channel to 

each of the three (red, blue, ~rccn) channels for the display. Thus, any ~and 
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stored in refresh can be allocated dynamically to any video channel on the 

display. Note that this function could be provided by operator controlled 

selector switches in order to further simplify the system. 

As a baseline, it is highly desirable to provide a means of performing simple 

amplitude manipulation operations on the data for each channel so that the 

operator can control the display dynamically. For this purpose, three lookup 

table processors are included. These are simply programmable read only memorys, 

loaded by the microprocessor with the desired transfer function and addressed by 

the data incoming from the refresh memory. (In the case where no manipulations 

are required the default for the table will be to load each location with its 

own address, thereby establishing the output data identical to the input). 

The Digital/Analog Converters (DAG) generate the analog video signal to be 

applied to each of the three (red, green, blue) guns of the display. These 

video signals are mixed with analog video from the overlay generator which 

provides color thematic overlays in addition to any annotation and cursor 

generated graphics required. 

The image display is a 512 x 512 pixel spatial resolution device with a 

precision color CRT. A higher resolution of 1024 x 1024 pixels could be used, 

but this would require a proportionately greater amount (four times) of refresh 

memory for each channel. 

The system analyst/operator interacts with the image analysis process by means 

of an alphanumeric keyboard and uses the joystick and track ball as analog input 

devices for cursor control, dynamic control of lookup tables, etc. An 

alphanumeric/graphics display is used as a conversational device for 

menu/process opcion displays, display of statistics, one- and two-dimensional 

histograms, etc. 
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6.2.2 TERMINAL CAPABILITIES ENHANCEMENT 

The capabilities of the basic interactive image analysis terminal can be 

enhanced by upgrading the components in three areas: 

a. The processor capabilities can be upgraded in the direction of 

providing autonomous operation. 

b. Local I/O peripherals can be incorporated as part of the terminal. 

c. The special purpose hardware capabilities can be increased to 

implement more complex algorithms. 

These possibilities are discussed in more detail below. 

The basic terminal design provides a microprocessor for process control 

functions only. All computations are provided by the host processor system. as 

are all I/O control tasks. By upgrading the capabilities of the processor many 

of these functions can be incorporated into the terminal itself. thereby 

reducing the need for communicatibn with a host machine. 

A typical terminal system incorporating a more sophisticated processor may also 

use local peripheral devices (such as tape units. film digitizers and film 

recorders. and disk storage capacity). for direct image data I/O and online 

storage. It must be recognized. however. that the same data is required by the 

host processor. and this imposes special requirements on the overall data I/O 

and host terminal communications. These considerations will be discussed in 

paragraph 6.3. 

When enhancing the capabilities 

desirable to provide additional 

of special 

refresh memory 

purpose hardware. 

channels. This 

it is often 

allows the 

results of a complex algorithm to be stored for display in the normal manner, 
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and also for the results to be output to a local device (such as a film 

recorder) independent of other display oriented manipulations. 

6.2.3 STANDALONE SYSTEM CONFIGURATIONS 

In discussing standalone configurations it should be recognized that the intent 

of such a system is that all required image analysis functions can be performed 

in the local system. It does not, however, preclude the interfacing of the 

system to a major mainframe computer to take advantage of increased speed and 

processing capacity, or for seldom-needed resources that are shared with other 

systems as a facility resource. 

A basic configuration for a standalone system is shown in Figure 6-4. It will 

be seen from this figure that the primary differences between a standalone 

system and an enhanced version of the basic terminal are: 

a. The inclusion of I/O devices and local mass storage 

b. Inclusion of a larger minicomputer with significant.memory 

c. Modification of the refresh memory/special purpose hardware/display 

e-lement a-rchitectur_e_ t_o enhance s~stem flexibility 

d. Allowance for the interfacing of a special purpose processor (such as 

an array processor) 

e. Incorporation of an interface for ~ large mainframe computer as an 

optional "peripheral-like" device. 

6.3 REMOTE SYSTEM COMMUNICATIONS 

A key problem area in the implementation of a remote terminal system is 

providing image data to the local terminal for loading into refresh memory, as 

in the event that the terminal has a local I/O device such as a CCT unit 

transmitting data to the host processor for bulk processing. 
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This problem is created because of the large volume of image data involved and 

the (relative) slowness of available communications links. 

Typical telephone-based data links operate in the 2.4 - 56 kbps range; resulting 

in data transmission times as shown in Table 6-1 for a 512 x 512 pixel segment. 

The updating of a color image with data processed by a remote host computer 

requires transmission of a total of 512 x 512 x 8 x 3 • 6.3 Mbits. Even with a 

dedicated 56 kbps link, this would require almost two minutes. When operating in 

an interactive environment, this is clearly an unacceptabl~ long period of time. 

Similarly, loading a refresh memory from the host with a full Landsat-D segment 

(7 bands of 512 x 512 pixels) will take 4-1/2 minutes. Thus, any remote 

terminal system must be implemented in a manner so as to minimize the time 

penalties imposed by these transmission systems. In addition, recognition must 

be made of the operating expense of such a communications system. Lease cost of 

a 56 kbps line for a 1000 mile separation between terminals will be 

approximately $4500 per month (AT&T long line rates). 

In order to achieve a satistactory data transfer rate for a minimal- terminai

capability, communications links with data rates on the order of 1.5 Mbps are 

required. Although technically feasible using communications satellite 

technology, such links would be extremely expensive. 

An alternative approach to resolving the problem is the enhancement of local 

terminal capabilities in such a way that real-time traffic between host 

processor and terminal is minimized. Using this technique, the local terminal 

would approach the capabilities of the standalone terminal, but would rely on a 

central host processor for bulk processing of data in a batch mode. 

Transmission of processed imagery for immediate display would then be limited to 
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56 KBPS 

9600 BPS 

4800 BPS 

2400 :a.PS 

Table 6-1. Data Transmission Times in Seconds 
for 512 x 512 Pixel Image 

1 BAND 1 BIT 1 BAND 8 BITS 3 BAND 8 BITS 7 BAND 8 BITS . 

5 38 112 266 

28 219 565 1540 

55 437 1310 3080 

110 873 2610 6160 

188 



map overlays (theme channels) and products may be generated either at the 

central facility or at the local terminal. Distribution of raw image data may 

be by CCT loaded at the remote terminal, or by transfer of the raw data from the 

host processor in a "background" mode against a predetermined requirement, 

scheduled in advance, and recorded on an inexpensive local storage device. 

If this method is used, a local ten-Mbyte disk can be used to' store five 

segments of TM imagery. This could be downloaded over a dedicated low data rate 

link (9.6 kbps) in approximately two hours. This typically would approximate 

the time of a single analyst session at the terminal, and would also approximate 

the maximum rate at which an analyst could usefully interact with data to 

generate products or define batch processing requirements. 

In this case, no image data traffic would pass from the terminal to the host 

processor - this traffic would consist of processing instructions only. 

The disadvantage of this approach is, of course, that the advantages of the 

centralized host processor are compromised by the enhancements required_ of the 

remote terminal, and a system using relatively simple remote terminals is 

clearly impractical. 

6. 4 ~DATA DISSEMINATION 

The issue of image data dissemination has been alluded to in the previous 

section on remote terminal communications; however, it becomes of more 

significance for independent, standalone systems. 

Three basic methods of dissemination are available, assuming that all data are 

obtained by a central COE archive facility. 

a. Data may be transmitted by dedicated communications links similar to 

those discussed in paragraph 6.3. 
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b. Data may be disseminated as CCT products. 

c. Data may be disseminated using serial data recording such as video 

disk, video cassette or HDT products. 

The technique that should be used is dependent on overall system architecture, 

availability of local archive capabilities and special input devices to handle 

serially recorded data, and the timeliness requirement for data receipt and 

processing at the local facility. As a general principle, however, HDT products 

should not be disseminated at a local level because of the high cost of the tape 

recorder hardware. For this reason, it will be assumed for subsequent 

discussions that a central facility disseminates Landsat-D data as CCT products. 
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SECTION 7 

COST ANALYSIS 

The preceding sections discussed the capabilities and typical configurations of 

an image analysis system. In this section a brief description of the cost 

tradeoff process to be applied is presented, together with a delineation of the 

cost drivers inherent in the design of candidate systems 

7.1 COST TRADEOFFS 

In making a cost tradeoff for any major system two key elements must be 

included: the initial cost of developing the system, and the expected cost of 

maintenance and operations over some period of time. To generate a complete 

life cycle cost the latter must be modified to account for cost escalation due 

to inflation. 

For the purposes of this report, however, a simple comparison will be made for 

total cost of the system over a three-year period, based on the following 

criteria: 

a. All costs provided will be in basic 1979 dollars; no forward pricing 

or inflation factors will be used in these estimates. 

b. No provision will be made in the cost estimates for the physical 

facilities, land, security, or operational utilities (light, power, 

heat, et~.). 

c. An average labor rate of $60 K per year through overhead and G&A (and 

before fee and contingency) will be used for each applied man 

throughout the design, fabrication, and test phases of the program. 

This value represents a reasonable mean between the higher paid senior 

engineers/managers and the lesser paid technicians/shop personnel. 
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d. Published catalog prices will be used for estimating purchased 

hardware whenever possible; in a few cases, it may be necessary to 

rely on engineering estimates and past experience for estimates of 

purchased items. Costs will be included for contract support and 

similar support activity, in addition to the basic catalog price for 

all purchased items. 

e. Field rates will be used for estimating the cost of recurring station 

operations without regard to affiliation (contractor or Government 

personnel). These rates are through overhead and· G&A per year. 

1. Manager/Engineers/Supervisors - $48 K 

2. Lead Technicians/Operators - $37 K 

3. Clerical and Support - $27 K 

f. The cost estimates shall not preclude the use of a private (for 

profit) contractor for design, development and operation of the 

facility and provision for fee or profit at the rate of ten percent on 

total cost will be included. M & 0 training of Government personnel in 

this eventuality will not be included but should be relatively small 

(less than $100 K). 

g. A contingency factor of ten percent will be included in the final 

total cost to account for some flexibility in requirements growth and 

unanticipated cost items. The ten percent fee included may also act 

as a contingency for those portions of the work performed by 

Government personnel. 

7.2 SYSTEM COST DRIVERS 

7.2.1 HARDWARE COSTS 

Table 7-1 provides a list of cost estimates for the various hardware elements 
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Table 7-1. Hardware Cost Estimates (in Thousands of Dollars) 

HARDWARE ITEM COST ESTIMATE 

COMPUTERS DEC PDP 11/34 10 - 30 
PDP 11/70 95 - 210 
VAX 11/780 125 - 360 

STORAGE DEVICES 300 MB DISK 24 - 50 
6250 BPI CCT 30 - 60 
HIGH DENSITY TAPE 250 

FILM RECORDER LASER BEAM 62.0 
DRUM TYPE 80 - 120 

Il!AGE ANALYSIS CONSOLE 100 - 500 

ALPHANUMERIC/GRAPHIC TERMINAL 15 - 25 

PRINTER/PLOTTER 10 - 20 

ARRAY PROCESSOR 60 - 200 
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that make up an image analysis system. These costs are based on manufacturers' 

catalog prices and represent typical ranges of cost for the major components. 

When assessing overall hardware cost for a system, an additional cost of 

interface hardware, cables and other miscellaneous hardware must be added. This 

is typically ten percent of the major hardware cost. In addition, a further ten 

percent is generally added to account for spare parts required for a ·period of 

three years of operations. 

7.2.2 SOFTWARE COSTS 

Software costs for an image analysis system are highly variable, depending on 

the degree of functional sophistication required in the system. For the 

purposes of this report, however, software costs can be based on the software 

structure outlined in Section S; For the system for which this software was 

developed, this represented approximately 60,000 lines of code, mostly in 

FORTRAN. It can be assumed that a typical software production organization will 

average ten lines of code per day through code test, debug and documentation at 

a software module level. This represents some 48,000 man hours of effort, or 

approximately 25 man per years. This translates to $1.5 million taking average 

cost per man year as $60,000. 

In p~actice, of course, much software will be available from other sources, 

particularly if a system is built from off-the-shelf components or subsystems, 

and thus this figure may be reduced significantly. 

7.2.3 SYSTEMS ENGINEERING, PROGRAM MANAGEMENT AND OTHER COSTS 

Systems Engineering provides for the overall design definition and integration 

of the various subsystem elements and all the tasks described as follows: 

a. Specification requirements - Provide the total system requirements and 

analysis. Included would be the appropriate requirements and 
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b. 

necessary purchasing instructions for hardware and site preparation 

requirements for the hardware. 

Interface control documents Provides interface specifications 

between the designated hardware components. Identifies the specific 

formats for the input, output and interface points. 

c. System documentation - Organize and maintain all system documentation, 

including drawings, system wire lists, system layout, etc. 

d. Test and integration procedures - Provide plan for system test and 

integration. 

e. Test and integration support Participate in system test and 

integration and provide all documentation. 

f. In-house and customer design reviews - Prepare formal customer design 

reviews and provide, as required, in-house design reviews. 

g. System integration and test - Provides for the subsystem and system 

level tests of the integrated components. This is representative of 

the final test at the contractor's facility prior to the shipping of 

equipme-nt to the- installation site-. 

Site installation and checkout Includes the actual shipment of 

equipment to the operational site as well as the performance of the 

final acceptance test on the system. 

i. Program management - Provides for the overall management and control 

of the entire systems development activity. Program management, 

administrative, and clerical support are included as well as providing 

for reports and communication with the customer. 

>r estimation purposes these elements can be assumed to be 25 percent of the 

lrdware and software cost. 
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7.2.4 MAINTENANCE AND OPERATIONS 

The maintenance and operations cost element provides for the yearly recurring 

costs that begin following the final acceptance test. The principal ·cost here 

is that of the onsite field personnel responsible for operating and maintaining 

the system, together with any inter-system communications costs. Costs are not 

included for consumable material items; however, replacement spare parts are 

assumed to require approximately ten percent of the hardware cost over a three

year period. 
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SECTION 8 

CORPS OF ENGINEERS SYSTEM 

In this section the various requirements of the Corps of Engineers and the 

capabilities and limitations of the three system concepts defined will be 

combined to establish candidate system designs for which cost tradeoffs can be 

made. In addition to the cost estimates, assessment of current state of the art 

and other considerations will be presented which will be introduced as modifying 

'factors in establishing a suggested configuration for the COE system. 

1 
8.1 SYSTEM REQUIREMENTS ANALYSIS 

' Although Section 2 has presented a discussion of COE requirements for Landsat-D 

•data analysis the requirements are not, as yet, sufficiently firm to establish a 

detailed set of system requirements at a district or even division level. Table 

8-1 shows in summary form, however, the estimated total imagery requirements of 

each Corps division. 

pixel segment and 

Assuming a processing time of two hours per 512 x 512 

an average· of 10% of data processed from each scene a 

resulting time of 25 flours per TM scene is derived. If an analysis console is 

assumed to be operated two shifts per day for five days per week, a total of 

4000 hours per year is available, providing sufficient processing time for 160 

scenes per console per year. Thus the total Corps requirements may be estimated 

as being represented by a system with a total of 20 image analysis terminals (19 

required in the various divisions plus one at Fort Belvoir). It is assumed that 

the configurations described will provide sufficient capacity for the batch 

processing requirements of each division with no additional hardware required. 

8.2 CANDIDATE SYSTEM DESIGNS 

In order to evaluate the three design concepts presented in Section 6, candidate 

designs have been prepared and the implementation and operational requirements 
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Table 8-1. Data Requirements by Division 

COVERAGE NUMBER OF SCENES SCENES PER TERMINALS 
CYCLES SCENES PER YEAR DAY PERISHABLE REQUIRED 

NEW ENGLAND 6 15 90 3 1 

NORTH ATLANTIC 7 23 161 1 

SOUTH ATLANTIC 6 47 282 2 

LOWER MISSISSIPPI 7 23 161 1 

SOUTHWESTERN 4 84 336 2 

....... MI.SSOURI RIVER 5 84 420 5 3 
'° O> 

OHIO RIVER 5 33 165 1 

NORTH CENTRAL 6 72 432 10 3 

SOUTH PACIFIC 5 85 425 5 3 

NORTH PACIFIC 6 54 324 10 2 

TOTALS 2796 33 19 



are described here. Each candidate design has been developed against the 

requirements described in paragraph 8.1, namely a system which makes 20 

terminals available for image data processing to Corps of Engineers users. Each 

system is assumed to receive data as CCT products from a central distribution 

facility. 

8.2.l MULTIPLE INDEPENDENT SYSTEM CONFIGURATION 

For this configuration the following hardware is assumed: 

a. Minicomputer (DEC PDPll/70 or equivalent) for host processor 

b. Array processor 

c. Two CCT units for data I/O 

d. 300 Mbyte disk storage 

e. Image analysis terminal containing sufficient refresh memory for 10 

512 x 512 pixel segments, special purpose hardware for arithmetic 

transforms and simple multiband operations (such as parallelepiped 

classifier) 

f. Film image scanner/recorder. 

A full software package as described in Section 5 will be provided. 

For this configuration it is expected that input image data will be distributed 

on CCTs at nominal distribution cost. Maintenance and operations personnel 

requirements are estimated at four persons per terminal (one maintenance 

technician, two system operators and a supervisor). 

8.2.2 COLLOCATED MULTITERMINAL SYSTEM 

For this system the host processor is anticipated to be a network of three large 

minicomputers (VAX 11/780 or equivalent) hosting the twenty medium capacity 

terminals. The host processor system is assumed to include all disk storage and 
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CCT and film I/O devices and it is also assumed that an array processor is 

allocated to each VAX for bulk processing operations. The film recorder is 

assumed to be a high speed laser beam recorder~ Software is assumed to be 

approximately 50% more complex than that for the independent terminals to 

account for the increased load of multi-tasking required to support the 

terminals and for the communications between processors. 

Each terminal is a standalone unit with ten channels of refresh memory and 

special purpose hardware. 

estimated as a total of 

Maintenance and operations personnel requirements are 

48 persons (one CPU operator, two maintenance 

technicians, 20 console operators and one supervisor per shift). 

8.2.3 REMOTELY LOCATED MULTITERMINAL SYSTEM 

This configuration uses the same host system as the centrally located 

multiterminal system. Each terminal, however, is provided with a 300 Mbyte disk 

and a single CCT drive to provide autonomous data storage·and I/O capability 

using a small minicomputer (PDP 11/34) as a controller. In addition, each 

terminal location is assumed to be connected to the host processor system by a 

dedicated 56 kbps data link. Maintenance and operations personnel requirements 

for this configuration are 85 persons (one CPU operator and one maintenance 

technician per shift plus one supervisor for the host processor; two· operators, 

one maintenance technician and one supervisor for each terminal). 

8.2.4 CUSTOM CONFIGURED STANDALONE SYSTEM 

Table 8-1 shows that several of the COE divisions require more than one terminal 

to satisfy their image analysis requirements. A compromise system can be 

developed which takes advantage of the fact that a standalone system based on a 

PDP 11/70 and an array processor can support more than one analysis console• 

Thus, the custom configuration will consist of a PDPll/70 host with an A2 for 
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·each division, plus one, two or three analysis consoles, as required. each with 

1 its own disk storage and alphanumeric/graphics terminal. CCT, printer/plotter 

\and f U::i recorder resources would be common resources accessed through the host 

minicomputer. Staffing for this configuration would be 52 persons (two operators 

per console plus one r:iaintenance technician and one supervisor per location). 

3.3 SYSTEM SELECTIO~ 

System selection criteria are for the most part based on cost comparisons, 

however, other criteria which cannot be compared accurately are also important. 

Table 8-2 provides a comparison of the hardware complement for each option and 

Table 8-3 compares the total costs for implementation plus three years 

operations for each of the concepts defined. 

From these tables the most econominally attractive configuration is the 

collocated multi-terminal system. This configuration suffers from the 

disadvantages stated in Section 6, however, in that it req'uires considerable 

travel on the part of the local user at the division and district leyel_and will 

i.i~rk against: trre trrvolvement of- the individual console operators and analysts in 

becoming experienced in dealing with local problems and local data. 

!he best compromise appears to be the custociized standalone te rr:ii nal 

configuration, since this provides the advantages of a locally oriented system 

at very little additional cost. 
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Table 8-2. Hard,iare Matrix for the Candidate Configurations 

UNIT NUMBER 
CONFIGURATION OPTION EQUIPMENT DESCRIPTION PRICE REQUIRED TOTAL PRICE COST INFORMATION 

STAND ALONE TERMINAL MINICOMPUTER (PDPll/70) 160K DEC CATALOG 
DISK STORAGE (300 MB) 30K VENDOR CATALOG 
CCT UNITS (2 E:A) 72K VENDOR CATALOG 
FILM RECORDER 120K . . OPTRONICS CATALOG 
ARRAY PROCESSOR SOK VENDOR QUOTE 
IMAGE ANALYSIS CONSOLE 130K COMTAL CATALOG 
ALPHA/GRAPHICS TERMINAL 18K VENDOR CATALOG 
PRINTER/PLOTIER 15K VENDOR CATALOG 

TOTAL 625K 20 12.3 KILLION 

COLLOCATED MULTI- HOST SYSTEM: 
TERMIHAL COMPUTER (VAX 11/780, lOOOK DEC CATALOG 

3 EA.) 
N DISK STORAGE (300 MB, 600K VENDOR CATALOG 
0 20 EA.) N 

CCT UNITS ( 12 EA. ) 432K VENDOR CATALOG 
LASER BEAM RECORDER 1250K GE ESTIMATE 

(2 F.A.) 
ARRAY PROCESSOR (3 EA.) 240K VENDOR QUOTE 
MISC. PERIPHERALS 

(PRtNTERS, ETC.) 150K GE ESTIMATE 
TOTAL 3672K 1 3.7 MILLION 

TERMINALS: 
IMAGE ANALYSIS CONSOLE 130K eotn'AL cATALOG 
ALPHA/GRAPHICS TERMINAL 18K VENDOR CATALOG 
PRINTER/PLOTIER 15K VENDOR CATALOG 

TOTAL 163K 20 3.3 MILLION 

TOTAL SYSTEM COST 7.0 MILLION 



Table 8-2. Hardwar~ Matrix for the Candidate Configurations (Continued) 

UNIT NUMBER 
CONFIGURATION OPTION EQUIPMENT DESCRIP'rION PRICE REQUIRED TOTAL PRICE COST INFORMATION 

REMOTE MULTITERMINAL HOST SYSTEM: 
SAME AS COLLOCATEp 3672K 1 3. 7 MILLION 
MULTITERMINAL SYSTEM 

ANALYST TERMINALS: 
IMAGE ANALYSIS CO~SOLE 130K COMTAL CATALOG 
MINICOMPUTER (PDP 11/34) 140K DEC CATALOG 
CCT UNIT 36K VENDOR CATALOG 
DISK STORAGE (300tffi) 30K VENDOR CATALOG 
ALPHA/GRAPHICS TE~NAL 18K VENDOR CATALOG 
PRINTER/PLOTTER lSK VENDOR CATALOG 

TOTAL 369K 20 7 .4 MILLION 

TOTAL SYSTEM COST 11.1 MILLION 
N 
0 
w CUSTOMIZED HOST PROCESSOR SYSTEM 

STANDALONE TERMINAL MINICOMPUTER (PDP 11/70) 160K DEC CATALOG 
CCT UNITS (2 EA.) 72K VENDOR CATALOG 
FILM RECORDER 120K OPTRONICS CATALOG 
ARRAY PROCESSOR BOK VENDOR QUOTE 
PR INTER/PLOTTER lSK VENDOR CATALOG 

TOTAL 447K 11 4 .9 MILLION 

ANALYST TERMINALS; 
IMAGE ANALYSIS co~~SOLE 130K COMTAL CATALOG 
ALPHA/GRAPHICS TEI,illINAL 18K VENDOR CATALOG 
DISK STORAGE (300 MB) 30K VENDOR CATALOG 

TOTAL 178K 20 3.6 MILLION 

TOTAL SYSTEM COST 8.5 MILLION 



Table 8-3. Cost Comparison Between Configuration Options (in Millions of Dollars) 

COLLOCATED REMOTE CUSTOMIZED 
COST ELEMENT STANDALONE TERMINAL MULTITERMINAL MULTITERMINAL STANDALONE 

IMPLEMENTATION: 

HARDWARE 12.3 7.0 11.1 8.5 
SOFTWARE 1.5 2.3 2.3 1.5 
SYSTEM ENGINEERING 3.1 1.8 2.8 2.2 

(INCLUDES PROGRAM MGMT., 
INSTALLATION & TEST, 
ETC.) 

TOTAL SYSTEM COST 16.9 11.1 16.2 12.2 
N 
0 
p.. 

MAINTENANCE AND OPERATIONS: 

SPARES 1.2 o. 7 1.1 0.8 
MANPOWER 9.5 5.4 10.1 6.1 
COMMUNICATIONS - - 3.1 -

(ASSUMES J.9 TERMINALS, 
AVERAGING 1000 MILES 
EACH FROM CENTRAL 
FACILITY) 

TOTAL M&) COST FOR 3 YEARS 10.7 6.1 14.3 6.9 

PROGRAM COST 27.6 17.2 30.5 18.1 
. 

COST THROUGH 10% FEE, 33.4 20.8 36.9 
. 

21.9 
10% CONTINGENCY 



SECTION 9 

CO NCL US IONS 

This report has provided an analysis of requirments and capabilities based on 

the activities of the Corps of Engineers and the state of the art in i.:nage 

analysis for an advanced satellite hardware/sof t:vare system. Such a system 

would be used by the Corps of Engineers for analysis of image data from the 

Landsat-D spacecraft. 

In considerine all technical and cost issues involved, it ia concluded that an 

image analysis system of independent t~rininals configured to satisfy local needs 

at the COE division level, the "Custo1lized Stand Alone Terminal System" is the 

recommended system approach: 

o E::iployed at the division level, the custooized system would consist of 

11 host minicomputers (PUP-11/70 type) with necessary peripherals 

interfaced to 20 custor:iized analyst terminals. 

o Hardware costs for the custoraized sylitems at division are estimated to 

be 8.5 million dollars; software and systems engineering are expected 

to be 3. 7 million dollars; maintenance and operations costs for three 

years are esti::iated· to be 6.9 million dollars. 

o T~e recommended system excludes the purchase of expensive High Density 

Tape systems and the purchase of expensive laser printers; standard 

CCT data are the expected input; reasonable-cost drum film recorders 

~re the expected hardcopy output devices. 

o A good share of the software is expected to come from off-the-shelf at 

considerably less than development costs. 

o Software systems for the recornrnended system may still chan~e in t!rnt 

remote sensinu applications of Landsat data are still beinc developed, 
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demonstrated and further refined within the COE. 

o The presidential directive of ~ove•ber 1979, designating NOAA to 

;nanage operational remote sensing activities from space, ha$ made many 

issues unclear on data acquisition, abi11ty to produce products on a 

ti:nely basis, and restrictions on directly accessing raw data. All of 

the forgoing have a direct bearing on the results of this .stuciy and 

::iay invalidate soiue of these results and conclusions. 
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APPENDIX A 

THEMATIC MAPPER GEOMETRY 

The thematic mapper (TM) is a Ritchey-Chretien telescope with mechanical 

scanning of the ground scene and solid state sensors at the focal plane. The 

Ritchey-Chertien approach permits a compact package through the use of folded 

optics. These optics give very good image correction for coma, spherical 

aberration and astigmatism. All the optical elements used in the imaging train 

are shown schematically in Figure A-1. 

"ILA'I" 
'OLOINQ 
MIRROR 

Figure A-1. Thematic Mapper Optical System 
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A good representation of the TM and its relative orientation with the ground 

scene may be seen in · Figure A-2. Landsat-D is depicted as over the equator 

traveling north to south and the scan mirror is just ready to start a reverse 

scan from west to east. The scan mirror's function is to scan the ground scene 

perpendicular to the spacecraft's orbital plane in both directions. It directs 

light from the desired ground scene to the primary and secondary m:.f,rrors which 

gather and then image the rays at the primary focal plane where 64 visible band 

detectors are located (bands l, 2, 3, 4). Located just behind the primary 

mirror is the scan line corrector whose design purpose is to prevent any cross 

scan image at the focal plane due to the spacecraft's ground speed. The relay 

optics consist of the relay mirror (the one with the hole in it) and the 

spherical mirror which re-forms the ground scene image at the secondary focal 

plane where 36 IR detectors are located (bands 5, 6, 7). 

Spacecraft coordinates shown are also colinear with the TM coordinates. +X is 

in the direction of Landsat motion and +Z is in the direction of local geodetic 

vertical. 

Also shown in Figure A-2 is the ground projection of the individual detectors 

which can be visualized as sliding back and forth along the ground in the 

direction of the forward and reverse scans. 

A single Landsat-D image, nominally 170KM by 185KM, will 

successive scans of the TI1 as illustrated in Figure A-3. 

is nominally comprised of 613,040 data points or pixels. 

be formed by 362 

Each individual scan 

These pixels are 

created each time an individual detector is sampled during the scan. Figure A-4 
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DETECiOR 
ORIENTATION 
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ORIENTATION 
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Figure A-2. TM Detector Array Projection Along Scan 
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shows a scaled layout of all the detector arrays a.s they appear on the pricmry 

focal plane. !lands 1, 2, 3, 4, 5, 7 have 16 detectors each and band 6 has 4 

detectors. Separation distance between the bands, along the YFP axis" are ~iven 

in microradians. 

The sequence and timing by which each individual detector senses the 3round 

scene is as follows. Each of the 1$ detectors in bands 1, 2, 3, 4, 5 .inJ 7 is 

saGtpleJ 6320 ti:nes and each of the four detectors in ::iand b is sampled 1530 

tiraes durin~ one scan. Thus, one scan contains (6320 pixels/ detector) x (16 

detectors/band) x (6bands) + (lSHO pixels/detector) x (4 detectors/band) x (1 

band) = 613,040 samples or unique pixels. Table ~-1 ~ives the relationship 

between band number, detector nu:nber, pixe 1 nur,1ber, and t L::ie lncre!Jent for all 

the T'.·1 detectors during one scan. Since a ground scene i::i.:i. 0e is al'.1ays tJre::;ent 

at both focal planes, sample time is actually when the 3ensed ~round scene is 

"held" '!Jy the s;i;Jpling circuits. 

At the start of each scan, detectors 1, 3, 5 ... 15 are sa.::ipled first. Then after 

4.oOb ;Jicroseconris, detectot"s- 2, 3, 6-... lS- are sampred. This se1uence repeats 

throughout the sc'.ln. Since detectors 1, .2,. 3, 4 or band 7 have an equivalent 

linear Ji::iension of four times the other detect•)rs, t!1ey are sa:npled at 

intervals of 4 ~ 4.306 ~icrosecontls. 

IndiviJual detectors within a band are utag:;ered wic:1 respect: to one another .Js 

shown in Fi 1~ure A'-3. ~·/otice that the even nur:ibered Jetectors i:1 bands l, 2, J, 

4, 3 and 7 are separated from the odd nu:niiercd detectors by 2.5 IFOVs or 2.5 

i> ix~ ls. 
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Table A-1. Detector Sampling Scheme and Pixel Numbering 

BANDS 1 ii 2 , 3, 4 , 5, _1 BAND. 6 
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This spacing, combined with the timing sequence already described, creates a 

ground sampling pattern as shown in Figure A-6 (for a west to east scan) and by 

Figure A-7 (for an east to west scan). 
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Figure A-6. Ground Pixel Pattern for Bands l, 2, 3, 4, 5, 7 
West to East Scan 

216 



START 
SCAN 

, 

'" .t I 

IS' S" -1 ' l. I . 

'"' 2. I 

'' s of ~ .t I 

/Z 2. I 

ti s 1 ) .:. I EAST TO WEST SCAN 

/0 .t I 

'I S' 1 J z. I 
DETECTORS 

e ~ , ~ GROUND LOCATIONS 

7 s 1 .3 <. I 

' z I 

5 

-t 

S" '1 3 ~ 
,, 

t7 z 1 

PIXEL NUMBERS A1 

' s '1 .3 ~ ,J 
.-

z 

I 
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AP 

AT&T 

b 

B 

.!3IL 

bpi 

bps 

ops 

BSQ 

CCT 

COE 

Ciil 

CPU 

CRT 

DHA 

Domsat 

EDC 

EIS 

EROS 

FFP 

G&.\ 

GB 

GCP 

LIST OF ABBREVIATIONS 

Array Processor 

American Telephone and Telegraph 

Bit 

Byte 

Band Interleaved by Line 

Bits per inch 

3its per second 

Bytes per second 

Band Sequential 

Computer Cornpdtible Tape 

Corps of Engineers 

Cent ir.ieter 

Central Processor Unit 

Cathode Ray Tube 

Direct ~1er.iory Access 

Domestic Communications Satellite 

EROS Data Center 

Environmental Impact Statement 

Earth Resources Operational Syster:i 

Federation of Functional Processors 

General and ,\dministrative Costs 

GiJa~ytcs 

GrounJ Control Point 
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GCR 

GOT 

GSFC 

HOT 

HDT-A 

HDT-P 

HOT-R 

HU 

IAC 

IAS 

LU 

IFOV 

IGF 

I/O 

n 

K 

KB 

kbpi 

kbps 

kllps 

K:·l 

:n 

:tax 

:1B 

Group Code Recorded 

Graphics Display Terminal 

Goddard Space Flight Center 

High Density Digital Tape 

Arch 1 val HOT 

Product HOT 

Radiometrically corrected HOT 

Hardware 

Image Analysis Console 

Imaee Analysis System 

I~age Analysis Terr.iinal 

Instantaneous Field of View 

I;nage Generation Facility 

Input/Output 

Infrared 

Thousanu 

Kilobytes 

Kilobits per inch 

kilobits per second 

Kilobytes per second 

Kilometers 

Meter 

~·taxirnum 

:1ega):>ytes 
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:!bps 

:·!Bps 

a-c 

a CR 

~!in 

1!MS 

:1ss 

~IASA 

~1-D 

:;OA..\ 

t!RZI 

ns 

PE 

src 

Sec 

SP 

TDRSS 

r;1 

TV 

UV 

1-D 

A 

µM 

Megabits per second 

~1e3abytes per second 

~1ulti-cell 

aoni tor Console Routines 

~1inimum 

:ullimeter 

Mission :1anagement Facility 

~!ult imission Modular Spacecraft 

~-!ult ispectral Scanner 

National Aeronautics anri Space Administration 

:I-dimensional 

:fational Oceanographic an•i At:':lospheric ,\dmini'itration 

~:on Return to Zero Inverted 

~lanosecond 

Phase Encoded 

S-pacecraft 

Seconds 

Special Purpose 

Tracking and Data Relay Satellite System 

Thematic !fapper 

Television 

:.r 1 t r a 111 o le t 

One ') i~e ns ional 

~-lave length 

micro-meter 
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